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Abstract— In this paper, we propose a new mobility model as
an extension of the random walk model. Our proposal gathers
mobility patterns with several degrees of randomness, so that
both random walk and totally directional mobility patterns
are modeled. This model is used as an input to study and
compare the location management cost of the distance-based and
movement-based strategies as a function of the mobile terminal
directional mobility patterns. To that end we make use of a
general framework of the movement-based location update with
selective paging strategy, proposed in a previous paper. Each
time the mobile terminal revisits the last cell it had contact, its
movement-counter is increased with probabilityp or it is frozen
(stopped) with probability q or it is reset with probability r,
(p + q + r = 1). We discuss the trade-off between the location
update cost and the terminal paging cost, when selective paging
is implemented, in terms of the set of parametersp, q and r.

I. I NTRODUCTION

Mobility models play an important role in the dimensioning
of mobile access networks. In particular, mobility tracking are
dependent of the mobility patterns of the Mobile Terminal
(MT). One of the most extended mobility model used in
the evaluation of mobility tracking procedures is the random
walk mobility model, [1]. That model wase initially consid-
ered for macrocellular scenarios. However, in microcellular
environments the mobility rate is higher and MTs may move
according to directional mobility patterns such as the random
way point (RWP) mobility model reflects, [2].

Motivated by those facts, in this paper we propose a new,
quite simple and versatil mobility model that generalizes the
conventional random walk mobility model. In our model, we
define a directional movement parameter that features the
directional movement characteristics [3], [4] to be consid-
ered in each scenario. Thus, both random mobility patterns
(macrocellular scenarios) and directional mobility patterns
(microcellular scenarios) are modeled. The main purpose is to
see the influence of the users pattern mobility in some location
management procedures.

The paper is organized as follows. Section II overviews
the location update procedures. Section III describes the
considered scenario and the proposed mobility model. In
section IV, we use this model to compute the LU costs of
several movement-based schemes. Section V concerns with
the evaluation of the PG cost. Some numerical results related
to these costs and their discussion are detailed in section
VI. Finally, section VII reports some comments on the work
presented in this paper.

II. OVERVIEW ON LOCATION MANAGEMENT

Location management is defined as the set of procedures
that allow a MT being locatable at any time, any where, so that
incoming calls may be delivered to that MT. These procedures
are called location update (LU) and call delivery (CD). The LU
process consists of maintaining the MT location information
up to date in the system databases. The database entry of an
MT is updated whenever the MT triggers an LU message or an
incoming call is received. The CD procedure is decomposed
into two steps: interrogation and terminal paging (PG). Firstly,
in the interrogation step, the system databases are queried to
obtain the registration area (RA) [5] where the MT sent an
LU message by last time. Afterwards, by means of the PG
procedure, the MT is searched by polling the set of cells of
the RA.

There is a trade off between LU and PG procedures. As
the number of delivered LU messages increases, the LU cost
becomes higher but the PG cost decreases because the MT
position is known more accurately. On the other hand, the
lower is the number of LU messages, the lower is the LU
cost; but the uncertainty of the MT position is higher and the
PG cost increases.

The LU procedures can be classified into static or dynamic
strategies. In static schemes, the whole coverage area is di-
vided into several location areas (LAs). Each LA is a fixed set
of neighboring cells, so that the MT delivers an LU message
whenever it crosses an LA border. In the dynamic strategies,
the RA borders depend on the cell where the MT position
was updated by last time. In [6], [7], three dynamic LU
schemes were proposed. LU messages are delivered according
to the time elapsed, the number of movements performed
or the distance traveled by the MT from the cell where it
had its last contact. It is pointed out that the distance-based
scheme outperforms both movement-based and time-based
mechanisms. Besides, the movement-based strategy achieves a
lower cost than the time-based scheme. However, the distance-
based policy is more complex to be implemented because it
requires to compute the distance traveled by the MT (measured
in cells) using specific algorithms, [8]. Hence, the movement-
based strategy may be more suitable for its simplicity. More-
over, some proposals such as [9] achieved enhanced versions
of the movement-based scheme. Each time the MT revisits
the last cell it had contact, its movement-counter is increased



in one unit with probabilityp, or it is frozen (stopped) with
probability q or it is reset with probabilityr (p + q + r = 1).

Once an LU scheme has been chosen, the PG process can be
carried out according to two different policies: non-selective or
selective. In non-selective PG, hereinafter called one-step PG,
all cells in the RA are polled simultaneously. It is obtained a
high PG cost but a minimum delay on the CD. In selective PG
strategies [10], [11], the RA is divided into several PG areas
(PAs). The PAs are polled sequentially so that PAs where the
called MT is more likely to be located are polled first. This
policy yields a lower cost than one-step PG even though it is
obtained a greater delay on the CD than one-step PG.

The performance of location management procedures are
dependent of the mobility patterns of the MT.

III. PROPOSED MOBILITY MODEL

A regular cell layout scenario with all hexagonal cells with
the same size has been chosen. An MT is roaming within
a cell during a random time which is featured through a
generalized gamma distribution [12], with probability density
function (pdf) denoted byfc(t) and mean value equal to1/λm.
λm is denoted as the mobility rate of the MT -the mean cell
residential time-.

In the random walk model, when the MT leaves its current
cell, it moves to one of its six neighboring cells with proba-
bility 1/6. In the proposed model a single parameter,α, will
provide directionality to the MT. To that end, cells are labeled
as it is shown in Fig. 1. Cells are divided into two sets. In
the first set, there are cells that limit with three neighboring
cells in their contiguous outer ring. Such cells are labeled as
(x, 0), with x ≥ 1. In the second set, cells are bordered by
two neighboring cells in the outer ring. They are labeled as
(x, i), with x ≥ 2 and1 ≤ i ≤ bx

2 c.

Fig. 1. Cell labeling and transition probabilities between two cells

The transition probabilities from one cell to another are
defined according to the movement of a given MT that implies
a movement to the outer ring (Pouter ring), a movement to
the same ring (Psame ring) and a movement to the inner ring
(Pinner ring).

Then, for cells of type(x, 0) with x = 1, 2, ... we define

Pouter ring = α
3(1+α) ; three edges per cell

Psame ring= 1
3(1+α) ; two edges per cell

Pinner ring = 1
3(1+α) ; one edge per cell

(1)

and for cells of type(x, i) with x = 1, 2, ... and with i =
1, 2, ..., bx

2 c we define

Pouter ring = α
2(2+α) ; two edges per cell

Psame ring= 1
2(2+α) ; two edges per cell

Pinner ring = 1
2(2+α) ; two edges per cell

(2)

Notice that the above probabilities fulfill the following
conditions. Respectively we have

3Pouter ring+ 2Psame ring+ Pinner ring = 1
2Pouter ring+ 2Psame ring+ 2Pinner ring = 1

The parameterα is defined as a directional movement
parameter [13], that may take values within[0,∞[. When
α = 1 we get the random walk model. Asα increases
from 1 to infinity, movements towards the outer ring from the
current one become more probable so that a more directional
movement is modeled. In the limit case ofα tending to infinity,
all cell boundary crossings would imply a movement towards
the outer ring. Ifα decreases from 1 to 0, the probability of the
MT being roaming within the same ring or moving towards
an inner ring from the current one is higher. Ifα is 0, that
probability is equal to 1.

From the previous transition probabilities, a two-
dimensional (2) Markov chain arises with states denoted by
(x, i) (see Fig. 2). The labelx represents the number of ring
where the MT is roaming in, whereas the labeli indicates
the type of cells the MT is roaming in.

The 2D Markov chain of Fig. 2 is quite complex. To
simplify the model, a one-dimensional (1D) Markov chain has
been derived from the previous one. For this conversion, cells
are grouped by rings, so that each state of the 1D Markov
chain represents a single ring where the MT is roaming in.
In the 1D Markov chain, we denote byf (1)

m,n the probability
that the MT moves from ringm to ring n after a single cell
boundary crossings. These one-step probabilities are given by,
for ring m = 0:

f
(1)
0,1 = 1; f (1)

0,0 = 0 (3)

and for ringm > 0:

f
(1)
m,m+1 = 1

m

(
α

(1+α)

)
+ m−1

m

(
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)

f
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m,m = 1

m
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2

3(1+α)

)
+ m−1

m

(
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m

(
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)
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i

(
1
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) (4)

All the previous probabilities depend onα and they are used
to compute the LU costs and the selective PG cost.



Fig. 2. Two-dimensional and one-dimensional Markov chains

IV. L OCATION UPDATE PROCEDURE

A. Description

Our new mobility model has been used to evaluate the
location update procedure of [9]. It is summarized in the next
lines. Basically each MT will count for the number of visits to
cells. When the movement counter reaches a predefined value
D the MT will send an LU message to the fixed network (FN).
However, each time the MT revisits the last cell it had contact
with the FN, its movement-counter is increased in one unit
with probability p, or it is frozen (stopped) with probability
q or it is reset with probabilityr (p + q + r = 1). Notice
that the proposals of [11],(p, q, r) = (1, 0, 0) and [14],
(p, q, r) = (0, 0, 1) are particular cases of our general scheme.

B. The analysis

Fig. 3 shows the 1D Markov chain, for the case ofD =
5, used in our analysis [9]; where the probabilityPnab(D)
(nab= no absorption) plays a fundamental role.Pnab(D) is the
conditional probability that starting in stateS0 no absorption
into stateS0 is produced afterD movements, and it is given
by

Pnab(D) = 1−
D∑

n=1

f
(n)
0,0 (5)

In (5), f
(n)
i,j denotes the conditional probability that stateSj

is avoided at times1, 2, .., n− 1 and entered at timen, given
that stateSi is occupied initially, –a taboo probability–. As a

Fig. 3. 1-D Markov chain forD = 5 with one absorbing state,S5, and one
state with three possible decisions,S0.

matter of fact,f (n)
0,0 can be obtained in terms ofp(n)

0,0 by using
the following convolution equation:

p
(n)
0,0 =

n∑

k=1

f
(k)
0,0 p

(n−k)
0,0 (6)

In (6), p
(n)
i,j denotes the conditional probability that starting

in stateSi we enter stateSj at timen (not necessarily for the
first time). Obviouslyp(1)

i,j =f
(1)
i,j .

We denote byMs(z) as the expected number of LU
triggered by the MT inz movements, given that stateS0 is
occupied initially and the value of the counter of the MT is
s, s = 1, 2, .., D − 1. A recursive relationship was found for
Ms(z) –see expression (7) at the top of the next page–.

Assuming that calls arrive to the MT following a Poisson
process with rateλc, the probabilityα(z) that there arez
boundary crossing between two call arrivals is given by, (see
[11]),

α(z) =
{

1− (1− a)/θ; z = 0
(1− a)2az−1/θ; z > 0 (8)



Ms(z) =





0; z < D − s
D−s−1∑

n=1

f
(n)
0,0 [pMn+s(z − n) + qMn+s−1(z − n) + rM0(z − n)]+

f
(D−s)
0,0 [p + (p + r)M0(z −D + s)) + qMD−1(z −D + s)]+

Pnab(D − s)[1 + M0(z −D + s)]; z ≥ D − s

(7)

In (8), a = f∗c (λc) is the Laplace Transformf∗c (s) of
the cell residential time of the MT evaluated ats = λc –
a = f∗c (λc) is the probability that the MT leaves its current
cell before a new incoming call is received [5]–. The ratio
between the call arrival rate,λc, and the mobility rate,λm

is the so called call-to-mobility ratio (CMR) [11], denoted as
θ = λc/λm.

θ = λc/λm is the Call-to-Mobility Ratio, (CMR)
Therefore, theLU cost will be given by

CLU = U

∞∑

z=D

α(z)M0(z) = U
(1− a)2

θa
M∗

0 (a); (9)

V. TERMINAL PAGING PROCEDURE

A. Description

For paging, we have considered a shortest-distance-first
(SDF) partitioning scheme, [11]. Fig. 1 shows that each cell
is surrounded by rings of cells. The innermost ring consists
of only cell (0, 0). This is the cell where the MT had its last
contact with the FN. Ring 0 is surrounded by ring 1, ring 1 is
surrounded by ring 2, and so on. The number of cells in ring
m, denoted byg(m), is given by

g(m) =
{

1; m = 0
6m; m > 0 (10)

The residing area of the MT is partitioned intol =
min (η,D) subareas, whereη is the maximum allowable
paging delay. Subareaj is denoted byAj , where0 ≤ j < l.
Each subarea contains one or more rings of cells. SubareaAj

contains ringssj to ej wheresj andej are obtained as

sj =
{

0; for j = 0
bDj

l c; otherwise
; ej = bD(j+1)

l c − 1; (11)

Therefore, when an incoming call arrives to an MT, the
network first determines the subareas for the called MT and
then initiates the MT paging (PG) process. First, the network
simultaneously polls all cells in subareaA0. If the MT is found
in subareaA0 the PG process ends. Otherwise, the network
polls the cells in subareaA1, and so on.

B. The analysis

Let πs,i(z) (s, i ∈ [0, D − 1]) denote the conditional
probability that starting from ring0 (stateS0) and the value
of the movement-counter of the MT iss, the MT is located
in a cell of ring i after z movements. Then, we can write the
recursive relationship (12) –see the next page–.

Therefore, the probability that the MT is located in ringi
when a call arrival occurs is given byπs,i evaluated ats = 0,
where

πs,i =
∞∑

z=0

α(z)πs,i(z); for 0 ≤ s ≤ D − 1 (13)

For a given SDF partitioning scheme, we compute the
number of cells,N(Ak), in subareaAk and the number of
cells polled before the MT is successfully located,wk,

N(Ak) =
∑

rj∈Ak

g(j) (14)

wk =
k∑

m=0

N(Am) (15)

Therefore, usingπ0,i, we can computeρk, the probability
that the MT is residing in partitionAk when a call arrival
occurs

ρk =
∑

ri∈Ak

π0,i (16)

So the expected terminalPG cost per call arrival, denoted
by CPG, is

CPG = V

l−1∑

k=0

ρkwk = V

l−1∑

k=0

[
∑

ri∈Ak

π0,i

k∑
m=0

∑

rj∈Am

g(j)]

(17)
whereV is the cost for polling a cell.

VI. SOME NUMERICAL RESULTS

The total costCT = CLU + CPG , i.e.the sum of (9) plus
(17), has been evaluated for a set of parameters, with main
emphasis in the mobility patterns parameter,α.

First, we have analyzed the influence of the three param-
eters,p, q and r in the total costCT . We report three 3D
figures, Fig. 4, Fig. 5 and Fig. 6. All of them show that the
minimal CT is reached forr = 1 hence forp = q = 0.

Next, Fig. 7 and Fig. 8 plot theCT in terns ofD for α =
1 –random walk–,2 and 100 and for (p, q, r) = (1, 0, 0) –
movement strategy–,(p, q, r) = (0, 1, 0) –frozen strategy– and
(p, q, r) = (0, 0, 1) –reset strategy–.

Finally, we have test the influence of the parameterα in
the total cost,CT , for the mentioned strategies:(p, q, r) =
(1, 0, 0) –movement strategy–,(p, q, r) = (0, 1, 0) –frozen
strategy–,(p, q, r) = (0, 0, 1) –reset strategy– all compared



πs,i(z) =





p
(z)
0,i ; z < D − s

D−s−1∑
n=1

f
(n)
0,0 [pπs+n,i(z − n) + qπs+n−1,i(z − n) + rπ0,i(z − n)]+

f
(D−s)
0,0 [(p + r)π0,i(z −D + s) + qπD−1,i(z −D + s)]+

Pnab(D − s)π0,i(z −D + s); z ≥ D − s

(12)
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Fig. 4. Total cost= Location update + paging forD = 2, η = 2
–selective paging–, U=10, V=1 and for a CMR equal toθ = 0, 10 and
α = 0, 1 .
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Fig. 5. Total cost= Location update + paging forD = 2, η = 2
–selective paging–, U=10, V=1 and for a CMR equal toθ = 0, 10 and
α = 1 –random walk– .

with the distance strategy. While Fig. 9 shows the case of
no selective paging, Fig. 10 shows the case of a two steps
selective paging. For both, clearly the bestCT is achieved
for the distance strategy. Sorted from lower to higherCT we
can assert thatCT distance < CT reset < CT frozen < CT movement.
When α approach to∞ all strategies perform equally, since
the movement of a MT follows, roughly speaking, a strigh
line. For values ofα, sayα ≤ 10 the differences between the
C ′T s becomes significative.
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Fig. 7. Total cost= Location update + paging for a set of values of
α, η = 1 –no selective paging–, U=10, V=1 and for a CMR equal to
θ = 0, 10.

VII. C ONCLUSIONS

In this paper, a new mobility model has been presented.
The model can be used in microcellular environments, where
a more deterministic roaming of the MT could be expected.
The new mobility model has been tested to evaluate several
location managements schemes, in particular, four location
update algorithms combined with selective paging. that among
all the the movement-based type strategies, the(p, q, r) =
(0, 0, 1) (reset) strategy provides the best performance from
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the signaling load point of view. In addition to this results,
we confirm the very well known fact that selective paging
significantly reduces the paging signalling load on the common
air interface. Therefore, in real cellular systems it is highly
recommended the implementation of our proposal. We believe
that its implementation in real cellular systems can be done in
an easy manner.
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